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SUMMARY 

 

When we buy a product online, we generally makes comparison to find out which product is better. 

Clickstream is the log of all the activity we perform on a site and it is maintained by the host of 

the website or the company which handles the website. So to improve the user experience, these 

companies analyze and churn the data to a meaningful log and recommend the product on the basis 

of our search. 

What we are doing is that we are making a recommendation system based on the log file or web 

clickstream data to find out the similar users corresponding to a user and then recommending the 

products from the similar user basket and also we are trying to maximize the sales by collecting 

top products that these users buy and then recommending it, so that the experience of a client on 

site visiting gets enhanced and it will be easier for him to make his choice rather than comparing 

all the products he sees belonging to a particular category. 
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Chapter 1 

Introduction 

 

1.1. General Introduction 

In the start of online marketing on product based company, they used to provide users to let them 

compare their products by selecting them and compare their specification one by one. But now 

with the evolution of machine learning, these company have started to study the online behavior 

of a user on the basis of how he chooses a product, what are in his ordered list or what products 

they can recommend him on the basis of his near neighbor users purchase whose similarity 

matches with the similarity of the user who they are studying. 

Market basket analysis is the name of the product we are working on. What is the purpose is to 

make or recommend a user the similar items so that it could be purchased in his next purchase. 

To be more exact what we are doing is “to predict among all the products in the user previously 

ordered list which product he is going to re-order in his next order.”  

 

 

 

 

 

 

 

 

 

 

 

Fig 1. Showing how a recommender system works 
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For this we are trying to make a recommender system that will help us to determine our desired 

result. We preprocessed the data to use it further and make it further to be passed through 

PCA algorithm which is reducing it to dimensions and we have created the 6 physical axis 

which have no physical significance but is helping to reduce the dimension of our data by 

making the aisles as a point on a six dimensional figure so that we are able to apply K-mean 

algorithm on it to make it into clusters according to the users purchasing items belonging to a 

particular aisle and then selecting the top 10 aisles from 136 aisles in that cluster and 

recommend its products to the users to buy. 

There are two methods of recommender system: 

1. Content-based Filtering: Here we study the log of a user to find out the pattern of how 

he/she buys a product and then recommend the products from the same category. 

2. Collaborative Filtering: Here we study the pattern by identifying similar users to a user 

and recommending the product s of similar users to the user. 

For our purpose, we are using collaborative filtering. 

 

 

Fig 2.  Difference between collaborative and content based filtering 
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1.2. Problem Statement 

We have a set of data file with the extension .csv. The problem statement is to determine 

which product will be in user’s next purchase. So simplifying it in technical term will mean 

that if a user has k similar users related to it and in this data we grouped the users in a 

community based on the similar Aisles (Category) purchased. What we need to do is to find 

is determining top aisles of each community (as here we have 4 communities) and then we 

need to find similar users to that user and then we need to suggest the products from those 

aisles which are in the similar users bucket list. 

 

1.3. Empirical study 

We are using the data of Instacart Market Basket Analysis for our recommendation system. 

Currently to make a recommender system, the company is using WORD TO VEC method 

and Naïve Bayes classifier. 

 

WORD TO VEC is a kind of analysis where our system recommends a word most closely 

related to it. For example, when we type a word in Google search engine, it already 

recommends a series of words or possible combination of the word we need to write next. 

It basically works by capturing the meanings of the word, their semantic relationship and the 

context they are most widely used. Fig 3. Showing the word to vector relationship English 

keywords and the most closely related word to it. For example Punctuation has comma in it, 

so it has mapped it to comma. 

 

NAÏVE BAYES CLASSIFIERS are probabilistic classifiers which use Bayesian 

Probabilistic method to predict the result which uses strong independence between the 

features. In the recent years, it has proved to be most legitimate competitors of the method 

Word to vector. Fig 4. Showing the method of using Naïve Bayesian Classifier whether a 

product made belongs to Machine A or Machine B. 
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Fig 3. Word to Vector Example 

 

Fig 4. Example of Naive Bayes Classifier 
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1.4. Approach to problem in terms of technology /platform to be used 

We have used Python version 3.6 for our purpose and idle as Spyder. Algorithms used are of 

machine learning and Data Science. Basically we are making a recommender system for a 

Grocery store data. 

Approach to the problem: 

 Fetching of data. 

 Refining of data for usage. 

 Final pre-processing the data by joining the fields of different datasets. 

 Use Principal Component Analysis (PCA) algorithm to find the better representation of 

data. 

 Applying k-mean algorithm to divide the pre-processed data into 4 communities by 

separating the users on the basis of Aisles (categories). 

 Finding Top Aisles from each of the 4 communities. 

 Applying Pearson co-relation coefficient to get similar users. 

 From the aisles of the similar user, we are selecting only those aisles which are in top 

aisles. 

 Now in those aisle, we are trying to find out what is the most recently n product of the 

similar users. 

 Suggesting those recently bought products to the user. 

It is good to have a high end machine to run the project as the data is quite large and needs high 

memory usage for processing. We have used Tableau Desktop for initial combining of data and 

to see what are the categories and the content of data. 

1.5. Significance of problem 
In today’s world, it is need for product based company which offers online marketing system 

to see what its users want and recommend them those products. Already there are many 

research going on in this field to maximize users experience and increase the sales of that 

company. 

But most of these company use content based filtering as it is easy for them to study an 

individual user activity rather than studying the pattern of similar users. So we are providing 

a method of collaborative filtering. 
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1.6. Give tabular comparison of other existing approaches/ solution to the 

problem framed 

 

 

 

Serial no. Our method Existing method 

1 
It is based on collaborative 

filtering. 

They were based on content based 

filtering. 

2 
Studied pattern of users on the 

basis of similar users. 

Studied pattern of users on the basis of 

interest of that user. 

3 
Algorithm used are k-mean, knn, 

Pearson coefficient 

Algorithm used are Word to vector, 

Naïve Bayesian model  

Table 1. Comparison of the existing and our method. 
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Chapter-2 

Literature Survey 

  

2.1. Summary of papers studied  

Research Paper 1: A Clickstream-Based Collaborative Filtering Personalization Model: 

Towards a Better Performance, ISBN: 1-58113-978-0, 2004 Article 

Author’s names: Dong-Ho Kim, Vijayalakshmi Atluri, Michael Bieber, Nabil Adam, Yelena 

Yesha 

To be in long run, it has become necessary for the company to continuously monitor its user’s 

search records and to suggest the users the most likely product they can buy, so as to impede 

the buyer’s personalization and buying experience. This research paper concentrates on types 

of filtering we use while analyzing the results of clickstream. 

There are two types of filtering based on what we want to focus on: 

 Collaborative filtering:  Collaborative Filtering (CF) makes use of peers’ evaluations or 

behaviors for a personalized prediction. Depending on data type in use for CF, it can 

be classified into either user-based CF or item-based CF. 

 User-based CF employs user data such as user profiles to find the most 

similar users or a reference group for a user, and based on their preferences 

it recommends items for the user.  

 Item-based CF employs item data such as products or Web pages to find item 

relationships based on which it recommends items for a user.  User-based 

CF has been extensively used in research and practice.  

 Clickstream-based CF: Clickstream-based CF is a kind of item based CF and it is very 

efficient in predicting the result by analyzing the data of web.  It trains the models 

offline and uses them in online recommendation. Different from other item-based CF 

recommendations (e.g., online shopping user activity data), the way data is arranged 

is important for increasing the quality of recommendation because of the fact the 

serialized structure is embedded through hyperlinks in Web pages. 
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Research Paper 2. COMMUNICATIONS OF THE ACM Visualizing online activity 

Author’s name Stephen G. Eick, doi>10.1145/381641.381710 

 

This research paper is concentrated on user online search pattern and how to apply algorithm 

to find a pattern in searches and the parameters we can categorize a website with. The more 

popular website has the more number of visitors each day. This tells us what improvement 

we need to make in our business model in the order to attract more number of users.  We 

are using these features integration in our project: 

Scale: There are a number of Web sites which are quite complex in structure but the best site 

among them is which gets maximum hits on its pages also called Page View which shows it 

has millions of user visit each day.  

Site usage patterns: The page has its own parameters to represent it. For example it is 

represented by its color, shape, height of the page, 3D verticals, contents which it 

incorporates, page error, hits on the page per day and even number of visitors currently 

visiting that page. 

Path visualization: Every user has his/her own way of surfing a page. The idea is to monitor 

all of his page searching pattern so as to find a path. Further we analyze that path and 

recommend it to him/her for helping them with a better page visiting experience. It’s more 

like the way we go to a shop at a regular interval, the manager or the seller keeps in mind the 

category or specialties we want and when we visit the shop again, he/she makes us the 

suggestion to buy that product as we will like them. 

Flow analysis: It is more like setting up some points for making the recommendation to the 

user, unlike path visualization. It concentrates on most frequently clicked links, bad links, 

entry and exit points and other problems of the site 
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2.2.  Integrated summary of the literature studied 

  
The point that these research paper concentrates on the type of filtering we are using while 

analyzing the pattern of the website visit and enhancing the experience of the user and thus 

enhancing number of user visits per day and the sales. 

 

They also have set parameters on which we visualize the position of the website in the long 

run and thereby making changes to it. Now-a-days, understanding user’s site visit pattern is 

very important because the site which will give its user a better experience, only it will survive 

in long run. 

 

 To try to study user’s site visit pattern, we have two ways, either study them in real time or 

studying their pattern offline by generated clickstream. The most popular filtering are 

Collaborative filtering and Clickstream based collaborative filtering. Since we are working on 

clickstream or offline website data, we are using clickstream based collaborative filtering. 

 

The parameters that the second research paper is talking about are used to visualize user’s 

online activity. How often the visit a website, which page category they browse on for 

maximum number of times, which page they spend their maximum time of browsing. By 

defining these parameters, it becomes easy for the developers to keep the track of the likes and 

dislikes of users and where they can improve. 

 

 

 

 

 

 

 

 

 

 



XXI 
 

Chapter 3 

Analysis, Design and Modeling 

3.1.  Overall description of the project 

By this project we aim at developing a recommender system by using Clickstream based 

collaborative filtering. We are making a recommender system which try to find out similar user 

to a particular user and recommending him/her the products of similar users.  

Market basket analysis is the name of the product we are working on. What is the purpose is to 

make or recommend a user the similar items so that it could be purchased in his next purchase. To 

be more exact what we are doing is “to predict among all the products in the user previously ordered 

list which product he is going to re-order in his next order.”  

We have a set of data file with the extension .csv. The problem statement is to determine which 

product will be in user’s next purchase. So simplifying it in technical term will mean that if a 

user has k similar users related to it and in this data we grouped the users in a community based 

on the similar Aisles (Category) purchased. What we need to do is to find is determining top 

aisles of each community (as here we have 4 communities) and then we need to find similar 

users to that user and then we need to suggest the products from those aisles which are in the 

similar users bucket list. 

Fig 5. Showing how our recommendation system will work 
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3.2.  Functional requirements  

 Uploading of data file  

 Merging of data for pre-processing 

3.3. Non-Functional requirements 

 Representing aisles on 6 dimensional axis (reducing it into dimensions)  

 Making of 4 clusters by applying K-Mean algorithm 

3.4.  Design Diagrams 

 

Fig. 6.  Different Stages of this project 

Stage -1

Pre-processing 
of data

Stage-2

Applying PCA 
on it

Stage-3

Clustering by 
K-mean

Stage-4

Apllying 
Pearson's coeff. 
to find similar 

users

Stage-5

Recommending 
the products of 

the aisles of 
similar users
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3.5.   Use Case diagrams 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 7. UML use case diagram 
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Chapter-4 

 Implementation details and issues 

4.1.  Implementation details and issues 

We are using the data of Instacart market basket analysis. Basically data is unsupervised 

meaning it is not a trained or trimmed data. 

       

Fig 8. Showing the format and parameters in data 

So to use it we are first pre-processing the data first by joining the related fields of the data files 

to get a complete dataset. Then we applied Principal component analysis algorithm to reduce 

the dimension of the data meaning find out the most uniform distribution of data. We applied 

k-mean algorithm to divide it into 4 clusters, each of which comprises of users belonging to 

similar aisles (purchasing products from similar category). Then we extracted top 10 aisles from 

each of the clusters. We generated an aisle-user matrix for each cluster and then applied 

Pearson’s correlation coefficient to find “n” similar users who has same interest as to a particular 

user by passing correlation matrix into recommender system. Since we are trying to suggest the 

user products belonging to the top 10 aisles only, we first merged the aisles of similar users and 

find out which of them belongs to the top aisles and then recommending the product which were 
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bought by them recently. For getting recently bought product of the user, we have used 

add_to_cart order value and its reorder value. 

 

For example if we need to find the recently bought product of user 1 belonging to the aisle id 

21, we will check maximum value of add_to_cart order which is 5 in this case and reorder value 

is also 1, so it is the recently bought product of the user 1. Table 2 shows these values for user 

1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. Showing Tableau representation of data for User 1 and aisle ids 21 and 23 
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 4.1.1 Implementation Issues 

Since the recommender system uses the algorithms of machine learning and our data is quite 

large (about 30 millions), so at the time of implementation RAM goes full and the system 

starts to crash. So for our purpose, we have to work on restrict our data to a particular limit 

so that we can make a recommender system. 

This data is unsupervised data, so pre-processing makes it a quite large file. To see the 

combined table, we used Tableau Desktop software.       

 

 

 

  4.1.2 Algorithms (Module wise- with respect to design) 

We have used the following algorithms: 

 Basic establishment of relationship by joining two csv files with their common field. 

 

 Principal component analysis algorithm: Let us take a cubical box and insert about 

100 particles in it. All the particles are independently suspended and every particle is 

in equilibrium unhinged from its place. Now we start seeing the particles from 

different edges and see from which edge we are getting more uniform distribution of 

the particle. Now take two of the side of that edge to represent the position of the 

particles in two dimensional picture. This is what PCA algorithm does to our data, it 

finds out the more proper distribution of our data points (in our case data points are 

aisles) from a 6D spread to 2D spread. 
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Fig 9. Shows 6D PCA analysis of relativized contaminant concentrations in birds 

 

 K-mean algorithm: It is a kind of algorithm that is used on unsupervised data to 

form k clusters, where k represents the centroid of each cluster. These 

centroid  should  be placed in a smart or basically a clever  way  because 

of  different  location  causes different  result. So for the better result we place them 

as far as possible from each other, so that they form a better cluster.  

Then we pass these points to a objective function defined J (V) as below: 

 

 

 

Where ci is the number of data points in cluster I and c is the number of cluster centers 

||xi – vj|| is the Euclidean distance between the points. 
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New cluster center is calculated by using the formula 

 

 

 

 

Where ci is the number of data points in ith cluster and xi is the ith point in that cluster. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 10. Showing the example of 2 clusters formed by k-mean 

 

 Pearson’s correlation coefficient: It is defined as the covariance of the two values 

divided by the multiplication of their standard deviations. It involves a "product 

moment", which is the mean about the center of the product of the mean-adjusted 

random variables. 
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It is denoted by the Greek symbol ρ (rho). For a population Pearson’s coefficient ρ is 

determined as 
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 Recommender System: With the evolution of machine learning, it has been made 

possible to do a clickstream based collaborative filtering, which is offline user 

activity monitoring.  

 

 

Fig 11. Major Steps in making a recommendation system   
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Chapter 5   

Testing 

5.1. Testing plans 

To test our model, we limited our data to 10,000 and performed step-by-step analysis on it. 

Since the data is very large, so seeing the size of RAM, it was the need to limit the data. 

5.2 List all test cases in prescribed format for each algorithm 

Sample Data used: 

Fig 12. Aisles Data frame  Fig 13. Order product prior Data Frame 
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Fig 14. Product Data frame 

We are merging these Data frames to a merged table which will have user id, aisle id, 

product id, add_to_cart order and their reorder value set as 1 if the product is being 

purchased else 0. 
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Result of merged table 

Fig 15. Merged Table 

Relationships in merged table: 

Orders.csv join with order_product_prior.csv on order_id. 

This table is then joined with products.csv on product_id. 

The newly formed table is then joined with aisles.csv on aisle_id. 

 

Now we are applying Principal Component Analysis to reduce the dimension of the data. 



XXXIV 
 

Result of PCA 

 

Fig 16. Results of PCA on axis 2, 1   Fig 17. Results of PCA on axis 3, 2 

  

Fig 18. Results of PCA on axis 4, 1   Fig 19. Results of PCA on axis 4, 3 
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Fig 20. PCA Segmentation result 
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Now we use these PCA results to make the clusters by k-mean, we have restricted the number of 

cluster in k-mean by 4. 

 

 

Result of k-mean clustering 

 

 

 

 

 

 

 

 

 

 

 

Fig 21. 4 clusters formed by k-mean 
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Since we have here 4 clusters, we will now plot Aisles purchase verses user graph to get which 

are the top aisles in the cluster. 

 

Fig 22. Aisles purchase verses user plot 
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Finding Top 10 Aisles from each cluster 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 23. Showing top 10 products from each cluster 
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Result of Correlation matrix that is to be passed in finding similar user by Pearson’s 

correlation coefficient 

 

Fig 24. Matrix containing user id and number of products bought from an aisle 

 

Result of Pearson’s correlation coefficient 

 

Fig 25. Finding similar users to the user id 7   
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Fig 26. Showing the results of products in similar user list from top aisles 
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5.3 Limitations  

This data is quite large which require a system of higher processing power and bigger RAM. 

We have currently run this project on Intel i5 and Intel i7 processor, both the system having a 

RAM of 8GB. One of the system having inbuilt Intel graphics card while other has NVIDIA 

4GB dedicated graphics memory. So running this project require GPU, so much of the time 

one of the system with inbuilt graphics memory get hanged. Data being large, we are not able 

to see all of its rows, we can only get data of discrete values rather than continuous value.  

 

Processing of data will be slow as it requires the file to be read one-by-one, since our data is 

about 30 millions in range, so it runs slow. 

Result of k-mean can vary by increasing or decreasing the number of clusters. For our purpose, 

we have used the number of clusters to be 4. 

Result of PCA is subjected to which axis we are taking. To be more precise for getting the 

most uniform distribution we have used the axis 4, 1. 

Pearson’s correlation coefficient is calculated by passing correlation matrix to it, we have made 

correlation matrix on the basis of users belonging to a particular aisles (since there are only 

136-138 aisles approx.), you can make the matrix on user buying an item (since the item are 

about more than 20,000 in numbers, the matrix will have large dimensions). 
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Chapter-6 

Findings & Conclusion 

6.1. Findings 

 Top aisles are different for each of the clusters 

 More the number of clusters, more will be the number of centroids. But the major 

constraint is on choosing what should be that number. Since we choose the centroids 

to apart from each other, so that all the clusters are divided properly. Basically 

choosing 4 to be the number of clusters is the point of taking even number of centroids 

which will evenly lead to the distribution of all the aisles in it. 

 We have subjected our aisles value to be 10 only because as a product based 

company, it will be more preferable to give its client a hassle less experience, so 

suggesting all the products from the aisles will create ambiguity and will further in 

confuse the user. 

 PCA creates a 6D representation of aisles. The principal axis in PCA don’t have any 

physical significance, they are just for the representation of data points. 
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6.2  Conclusion 

This project is all about creating a Recommendation System for Grocery Store by using 

Instacart Market basket analysis. The Project uses all the datasets to merge up on the 

coinciding field to establish a relationship, which is further used in implementing PCA on 

it. PCA is reducing the dimension of data from 136 points of aisles on it by representing it 

in a 6 dimensional plot. We can use any side of the 6D figure to represent the data but the 

more appropriate side will be that which has more uniform distribution of data. By k-mean 

we can find k center points in the data but we have to restrict it to minimum numbers of 

centers and also we have to choose our center points cunningly. We could have used KNN 

algorithm to find k nearest neighbor to the user and then finding cosine similarity between 

the users, but with the Pearson’s correlation coefficient everything is done own its own. 

This project belongs to the field of Data Analytics and Machine Learning, so it is 

recommended to use a high end system having dedicated graphics memory either of 

NVIDIA or AMD and CPU to be I7 processor with RAM of 8GB or above. 

 

6.3  Future Work 

 Use rule mining to find the complementary products 

 Make recommendation system based UI designs 

 Using it on supervised datasets 
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